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Abstract: Tokenization in a text document is regarded as a primary natural language processing task for fea-
ture generation, and it plays a vital role in sentiment analysis, information retrieval, part of speech tagging,
and named entity recognition. Urdu is spoken by around 170.2 million people worldwide as their first or sec-
ond language. It is a morphologically and orthographically rich language. Word tokenization in Urdu text
documents is very challenging because word boundaries are not specified by only space, as in other languages.
A compound, a multi-word expression, is a more complex word consisting of multiple strings or independent
base words. Tokens are the minimal unit of any language with a suitable semantic structure. Traditionally,
bigram or trigram approaches represent compound words in the tokenization process. This research proposes
a morphological rules-based approach to identify compound words in Urdu text for tokenization. A thorough
evaluation is performed on a dataset of reasonable size to compare the performance of the proposed technique
with traditional approaches. Results show that the proposed method can accurately identify the compound
words for the tokenization of Urdu text documents. Notably, using morphological rule-based techniques for
compound words reduces the number of extracted features.
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1. Introduction
Urdu is a morphologically rich language spoken by around 170.2 million people worldwide, either as their first

or second language [1]. It borrows words, terms, and phrases from other Hindi, Arabic, Persian, English, Turkish,
and Sanskrit languages. The orthography of Urdu is based on Arabic, whereas morphology is affected by all of the
above languages [2]. The process of identifying word peripheries in the text is known as text tokenization, which
splits the text into its words [3]. Information Retrieval (I.R.), Name Entity Recognition (NER), and Sentiment Anal-
ysis (S.A.) require tokenization as a preprocessing step. All these techniques need input text with definite word
boundaries.

Several techniques have been proposed to solve tokenization problems for other languages. For example, longest
and maximum matching strings are traditional techniques that depend on the availability of a lexicon that contains
all morphological forms of a word. For Urdu, such lexicons are not readily available. Feature-based techniques [4]
[5] that use Part-of-speech (POS) information for tokenization consider the context around a word for specific words
and associations. Some word tokenization models consider word and syllable vocabulary [6] when developing a
learning model. In addition to syllable and word probabilities, statistical models considering character probabilities
have also performed reasonably well. During tokenization, compound words, duplicated words, and words with af-
fixations, names, and abbreviations must also have a single boundary [7]. Word tokenization in Urdu text documents
is very challenging because Word boundaries are not specified by only space, as in other languages. A compound,
also known as a multi-word expression (MWE), is a more complex word consisting of multiple strings or independent

words. Many independent words in Urdu can be written in two forms: a) as a combined word, for example, **_saala"
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(Intellectuals), and b) can be written separately, such as "_s ¢&ila" (Intellectuals). Famous Urdu books [8], [9] argue
that two independent words should be written separately. Mainly, two independent Urdu words are written as a single

word. The ease of reading and writing lies in the words not being written together.

Table 1: Representation of Compound Words as Separate and Combined Words in Urdu Text Document

Separate words Combined words Separate words Combined words

~S us> (because) s (because) s S (university)  eosss (university)
Wil (leader) Laul, (leader) s a2 (grieving) Dlsaee (grieving)

~S S (because) 558 (because) Gelea a0 (Class fellow)  <—eleaa (class fellow)

Ul Juas (Tahsildar) Jlluass (tahsildar) bW S (for the sake)  blas (for the sake)
Cysa sa (beautiful) ©osass (beautiful) S Ja (beautiful) Jisda (beautiful)

Jss 0 (bloodthirsty)  Ulsaiss (bloodthirsty) S o=se (in order that) ~Se= ¢ (in order that)
Gae < (according to)  aes (according to) <& sa S (the case of) <X (the case of)
~S s (however) ~S33a (however) ~S i (rather) ~S& (rather)
~> Wi (therefore) ~la (therefore) ~S & (while) ~Sa> (while)

Table 1 shows compound words as combined and in separate forms. Compound Words are two or more words
that have been grouped to create a new word having different individual meanings; for example, from "J: 2" (happy),
a new compound word "z« i 52" (pleasant) can be created by adding an affix "z) <" (mood) or "<.8" (unfortunate)
can be written as "< oS" (unfortunate).

Two types of derivations of Urdu words are described by [10]. First, derivation by affixation, such as ") ~3"
(responsibility) in which "c_)2" (possession) is a non-word suffix [11], and "~23" (responsible) is an independent word.
The second compound derivation is in which two independent words are concatenated to form a compound word, such
as "@al) (i A" (humble). In such compound words, mostly one constituent comes from the Persian or Arabic language
[10]. The compound can be a hybrid " siw ~b <" (grocery store) [12]. [13] describes two types of compound words:
the first is created by affixing words such as "<la ~la da™ (jail), "l ~2" (responsibility), and the second is created
by Mohmil (meaningless) words such as " s sia" (juggling) and "« 3:s5 « 35" (dress).

Certain compound words exhibit inflections between their components, as seen in examples like "i 5 5 &5" (sour
and bitter). These compounds, referred to as inflectional compounds (ike < ), demonstrate a linguistic phenome-
non where inflections serve to connect the constituent parts. Another type of compound word, known as Noun-Izafat-
Noun (2Ll S 1), is @ morphological construct worth investigating. In Urdu, 1zafat, derived from Persian, is a lin-
guistic feature denoted by an enclitic short vowel that links two nouns or nouns and an adjective. Often pronounced
or written as "-e-", this element serves to unite words, similar to the function of Adjectival Compounds (teea 58 S ),
in instances where a noun and an adjective coalesce, as in the case of "u_s <" (sweet water), a new compound word
emerges.

Traditionally, bigram or trigram methodologies have been employed to detect compound words during tokeniza-
tion. Unigrams operate on frequency-based principles, focusing solely on the occurrence frequency of individual words
within a given context. Bigram models predict the succeeding expression based on the prior term, while trigram models
consider the two preceding terms. However, a limitation of these approaches is their tendency to generate nonsensical
combinations of words. To address this challenge, leveraging morphological insights of the language can offer a solu-
tion. This study adopts a morphological rule-based strategy to identify compound words during word tokenization

accurately.
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Consider a sentence:
“om WS wad GisA L ala b Siges 08 S Gae 1 (S sl b L ey B Alala s
In the given sentence the ground truth for compound words identification is as follows: 1) "« Alla" (under-
stand the matter) 2) "2 (2 by oayd Alala o™ (A matter of understanding or wisdom) 3) "saie a3l (wisdom) 4) " Sl
3 S 2" (the guise of wisdom) 5) "' —llea b S sea™ (Lies or exaggerations) 6) "l (i s (cheerfully).
The findings of tokenization for various Urdu sentences utilizing bigram, trigram, and morphological-based ap-

proaches are presented in Table 2.

Table 2: Compound Words Identification During Tokenization of Sentence (a) Using Bigram, Trigram,
and Morphological Compound Words

Bigram Trigram Morphological compound
words
(understand the matter) (understand the matter or) (understand the matter)
b oy e G L e 1
(understand or) (or wisdom) (wisdom)
sl =S (sdia il e (I b eyt Alalaa
(or knowledge) (wisdom of) (A matter of understanding
or wisdom)
s (ila 5 S g 5 S gaie il
(wisdom) (the guise of recession) (the guise of wisdom)
S e o 31 S PENEONHCPINN
(the recession) (under what) (Lies or exaggerations)
j] Aé :’JL‘-‘ L‘ “i‘)-GA 2l U“‘P
(What a cover) (Lies or exaggerations) (cheerfully)
(What a lie)
LSse
(lie or)
el A
(cheerfully)

As shown in Table 2 compound words identified by bigram are 1) "« ~lslax" (understand the matter) and
"L 2" (understand or) for the compound word "« ~sles" (understand the matter) 2) "l b and "saia Gaila"
for the compound word "esaie (" 3) "' S 2" and "3 <" for the compound word "3l (S saie (5" 4) "L Ssea
—J" and " —ls b & s for the compound word " —dlie b G gea™ B) Ui A W and Ml i 52" for compound
word "l (G A",

Trigrams have identified the following compound words: 1) "b =@ ~ls" (understand the matter or) corre-
sponding to the compound word "« ~=<" (understand the matter), 2) "< s2ie Ga3l" (wisdom of) for the compound
word " R (wisdom), 3)

"u 31 S (under what) for the compound word "3l S saie (il (the guise of wisdom), 4) " &l b S sea™ (Lies or
exaggerations) representing the compound word " =l s & 5e2" (Lies or exaggerations), and 5) "' — I (i A" for the
compound word "l (i sa™ (cheerfully).

In contrast, the compound words identified through our proposed morphologically based approach include: 1)

"ot ~dae" (understand the matter) for the compound word "« ~=s" (understand the matter) 2) " Sl
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(wisdom) for the compound word. 95
"saia A" (wisdom) 3) " (il b ey d Adla <" (A matter of understanding or wisdom) for the compound word 96

nk

"sdie il b a8 ALla <" (A matter of understanding or wisdom) 4) "3 S 2 (il (the guise of wisdom) for the 97
compound word "3l S sxie (il (the guise of wisdom) 5) " ke b & sea™ (Lies or exaggerations) for the compound 98
word 99
" e L Gisea” (Lies or exaggerations) 6) "l (isa" (cheerfully) for the compound word " Gisa™ (cheerfully). 100
These examples illustrate the accurate identification of compound words achieved by our proposed morphological 101
compound words technique for tokenizing Urdu text documents. 102
This paper proposes a morphological rule-based approach for identifying compound words for tokenizationand 103

feature generation. The main contributions of this research work are: 104

o A morphological rule-based approach is proposed for identifying compound words during tokenization. Morpholog- 105

ical rules are defined for all Urdu word derivations. 106

e  The performance of the proposed approach for compound word identification is evaluated using a reasonable size of 107
the Urdu dataset. 108
This paper is organized in the following way: a review of related literature is given in section 2. The problem 109

of identifying compound words is formally defined in section 3. The methodology adopted in this research is pre- 110

sented in section 4. Results are interpreted in section 5. Conclusion and future recommendations are given in section 111

6. 112
2. Literature Review 113
2.1.Tokenization methods for morphologically and orthographically rich languages 114

Vandana Dhingra [14] proposed and implemented a rule-based approach that employs a set of rules for identi- 115
fying compound types and generating paraphrases. Their system is grounded in Panini's rules for identifying com- 116
pound types and generating paraphrases. Instead of developing a single context-based match, the system producesa 117
set of all possible resolutions. Compound word analysis faces a significant challenge in segmenting or breaking down 118
compound words into their constituent elements and resolving sandhi [14], [15]. Some research utilizes phoneticand 119
morphological rules from Panini's Grammar in Sanskrit for compound segmentation [16]. Statistical and finite state 120
transducer methods are also employed for pairing lexical items and segmenting compound words. 'Vaakkriti: San- 121
skritTokenizer' discusses various factors affecting segmentation and proposes an algorithm for segmentation based 122
on natural language processing, dictionary, and inference rule-based techniques. 123

Neural Machine Translation (NMT) is another method proposed by [17] for morphological word segmentation. 124
This method integrates morphological knowledge to maintain linguistic and semantic information within word struc- 125
tures while reducing vocabulary size during training. It is a preprocessing tool for segmenting words in agglutinative 126
languages for various Natural Language Processing (NLP) tasks. Experimental findings indicate that our morpho- 127
logically driven word segmentation approach is well-suited for NMT models. This approach significantly enhances 128
Turkish-English and Uyghur-Chinese machine translation tasks by mitigating data sparseness and addressing lan- 129

guage complexity. 130



Straightforward morphological segmentation to corpora before generating cross-lingual word embeddings for 131
both roots and suffixes significantly enhances prediction accuracy and captures semantic similarities more effi- 132
ciently, as described by [18]. The study focuses on two closely related languages, Telugu and Kannada, from the 133
Dravidian language family. Additionally, the method has been tested on Hindi, a widely spoken North Indian lan- 134
guage belonging to the Indo-European language family, yielding promising results. To A Pali Samas, a segmentation 135
approach is introduced by [19] using bidirectional long short-term memory to predict splitting points and applying 136
rules derived from Samas word segmentation to ensure accurate interpretations. The research utilizes a dataset com- 137
prising 2,757 Thai Pali Samas words, expanded to 4,478 Samas words through text augmentation. 138

Punjabi is also a morphologically rich language, and [20] examines and clarifies various instances of compound- 139
ing in Punjabi, with a specific focus on copulative compounds. Unlike compounds with a head modifier relation, 140
copulative compounds demonstrate coordination between their elements. These compounds exhibit fusion, where 141
one constituent is fully assimilated into the other, separating them from endocentric and exocentric compounds. Data 142

was sourced from Punjabi grammar books and native speakers. 143
2.2.Tokenization methods for Urdu text documents 144

Word tokenization in Urdu presents two primary challenges: (i) space insertion and (ii) space omission. [21] 145
categorized Urdu alphabets into connector and non-connector types. In Urdu, a space may either be included within 146
asingle word, as in "< s 52" (beautiful) or omitted between two separate words, as in "' S<lle" (universal). Urdu 147
words often consist of multiple components, typically two. For instance, the unigram "_ib Ui sa™ (happy) is composed 148
of two strings. Despite their syntactic and semantic connection, these strings belong to the same word. When the 149
space between them is omitted, as in "iisa " an incorrect word is formed; thus, it is imperative to insert spaces 150
between words [22]. Identifying word boundaries is crucial in Urdu, where phrases like 151
"G, sl o may be written with multiple spaces, while "ol <" is written without any spaces. [21]proposed 152
marking word boundaries with the symbol ‘' within phrases, such as "&sl|<lL." 153

The inaugural release of the UNLT (Urdu Natural Language Toolkit) developed by [23] introduces its initial 154
version, featuring three essential text processing utilities essential for Urdu NLP pipelines: a word tokenizer, a sen- 155
tence tokenizer, and a part-of-speech (POS) tagger. The word tokenizer within UNLT utilizes a morpheme matching 156
algorithm alongside a cutting-edge stochastic n-gram language model, incorporating back-off and smoothing func- 157
tionalities to address space omission challenges effectively. Additionally, the toolkit employs a dictionary lookup 158
technique to manage the space insertion issue encountered with compound words. 159

[24] suggested leveraging morphemes, bi-gram statistics, affixes, and prefixes in Urdu corpora to develop a 160
rule-based maximum matching framework for Urdu word segmentation. Their approach achieved over 90% accuracy 161
in identifying words across various categories. However, their model cannot handle unknown words. Alternatively, 162
[25] utilized OpenNLP, a machine learning-based toolkit, for Urdu word segmentation during the preprocessing 163
phase. Mukund and Srihari [7], [26] explored multiple approaches to Urdu word segmentation, including machine 164
learning, lexicon-based, and hybrid techniques. They advocated for a hybrid approach integrating Hidden Markov 165
Models (HMM) with dictionary lookups, highlighting the inherent difficulty of Urdu word segmentation due to the 166

absence of specialized tools. 167



[27] introduced a word boundary segmentation model employing a bigram HMM trained on character transi-
tions among all word positions using CRULP's well-segmented Urdu corpus as training data. Lehal [28] proposed a
word segmentation strategy addressing space omission concerns in Urdu and Urdu-Devanagari translation systems,
leveraging bilingual corpora and statistical word disambiguation techniques. In the Sindhi language, [29] developed
the J. Mahar model, featuring three layers for tokenizing simple words, segmenting compound words, and further
segmenting complex words. Additionally, Atif and Srivastava proposed a technique for segmenting Urdu-type writ-
ten text into text lines based on edge information of connected components, achieving high accuracy rates.

Local Weight (L.W.) and Global Weight (G.W.) based approaches were modeled as extractive text summariza-
tion models for Urdu [30]. However, whitespace was an inadequate delimiter for most words, leading to ambiguous
splits. Multiple consecutive strings were considered a single word or phrase to address this, although this study did
not focus on handling compound words. [31] proposed a Conditional Random Field (CRF)--based model for Urdu
word segmentation, achieving high accuracy. Meanwhile, [32] enhanced Zia et al.'s findings by incorporating mor-
phological context features, improving performance.
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Table 3: Previous Work Done in Literature for Word Tokenization

Rehman, Zo- | Jabbar, Abdul, | Syed et R A. Islam | (Qureshiet | Sairaetal Durrani, N., & Rashid, R., Morphological Rule-Based
Type of Compound Words bia, et al. and Sajid Igbal al. '(2(')12) al 2012) (2017) ' Hussain, S. & Latif, S. (Proposed Method)
(2013) (2016) 2014). (2010, June) (2012)
Noun-lzafat-Noun Yes (Diction- No Yes Yes
(fal B0 ary Based) (Morphological Rule Based)
- Yes
Adj(e(ct!valjscfsmj;)und (Morphological Rule Based)
Inflectional compound Yes (Diction- Yes
(il £ JS ary(Based) Yes Yes (Morphological Rule Based)
Compound container Yes Yes Yes
(b L) (Morphological Rule Based)
. Yes (Dic- Yes (Dic- Yes
N?un‘ go‘nlpsou; d Y:S (g;?e'g)n Yes Yes Yes tionary Yes tionary (Morphological Rule Based)
e Y Based) Based)
Counting Compounds Yes
(e <L 50) (Morphological Rule Based)
Mohmil Compounds ( < Yes
Wp@u) ( Yes (Morphological Rule Based)
Compound subject matter _Yes
(£ sm 30 &5 K ) (Morphological Rule Based)
Compound subject Present Yes
(a5 5 Ja S 50) (Morphological Rule Based)
- Yes
Hybrid Compound Words Yaefy(g;ggg)n i Yes (Morphological Rule Based)
- Yes
Reduplication Y:fy(g;(;gg)n Yes (Morphological Rule Based)
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In Urdu, a word's function as an affix or content word depends on context. For instance, "khush numa/cheerful”
uses "khush/cheer" as a content word, whereas "khush/cheer" may function as an affix in phrases like "khush
ikhlag/courtesy." Distinguishing between affixes and content words poses a challenge, with existing studies identi-
fying segmentation issues but failing to provide solutions. Further techniques, including morpheme matching, have
been developed to address compound word boundary detection, affixation, reduplication, names, and abbreviations
in Urdu text.

Table 3 summarizes previous work done in terms of word tokenization. Table shows that Zobia et al. [33]
identify compound words from Urdu text by using Noun-lzafat-Noun (! <X ), Inflectional compound ( <2 »
ike), Noun Compound (/i <= ») Hybrid Compound Words and Reduplication compound words. But all these
rules are dictionary-based [13]. [13]identify only two morphological rules: Noun Compound (s> <= %) and
Mohmil Compounds (Jsx i <2 ). In 2014 [22] also used two morphological rules to identify compound words:
1) Inflectional compound (sike <= ») and 2) Noun Compound (2!l <2 ). [29] used only Noun Compounds
(> 5l & 1) for compound word identification, but they use only a dictionary-based approach. [24] use five rule
Noun-lzafat-Noun (3.l <= ), Inflectional compound (&ke X ), Compound container (2% <5 ), Noun Com-
pound (! <& ), and reduplication rule for compound words. Literature reflects that several studies incorporated
morphological rules to identify word segments. However, not a single study (to our knowledge) has used all possible
morphological rules to identify compound words. Some authors used a dictionary to identify compound words.

3. Problem Statement

Let's denote T as the input text and R as the morphological rules governing compound word formation.
The compound word identification process can be concisely formulated as follows:
C' ={cilc; € C,c; < T}
Where:
C' represents the set of compound words identified with the text T.
c; denotes the individual compound words.
C is the set of all possible compound words.
R defines the morphological rules guiding compound word formulation.
In this formulation, we directly express the set C' as containing a substring of T that matches compound
words defined by C according to the morphological rules specified by R.
This study aims to employ a morphological rule-based approach to precisely detect compound words

within Urdu text documents during word tokenization.

4. Methodology

A word or token is the primary text analysis unit for most sentiment classification systems. It is the minimal
unit of any language that carries a suitable amount of semantic structure. Sentences or phrases may be more mean-

ingful, but one must perform excessive linguistic analysis to get imperative structure at the phrase level. In Urdu,

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218



compound words are used to handle phrases. This research uses a morphological rule-based approach to identify
compound words.

The proposed methodology for identifying compound words in Urdu consists of various modular tasks, as shown
in Figure 1. Firstly, we take an Urdu sentence as a dataset. In the next step, we clean data by removing punctuation
and splitting the sentence into a single word. After separating, part of speech tagging is applied to tag each word

using a stanza. In the last step, identify compound words using morphological rules with the help of these tagged

words.
Preprocessing POS Tagging
— s se Jess e |
s sk uod]|a] Icc | NN | [PRP | PSP | NN
5 ohe 5 g ] Y I I B TN an | e |5 el
- VM | [NEG | NN | [cC | NN

BERERTERT TS

i Tokenization
Data Cleaning S Tagging (using Stanza)

Dataset
v

Compound word Generation. Morphological
Rules

(check for Morphological
Rules)

Urdu Compound Words

Figure 1: Architecture of proposed methodology for compound word identification

4.1.Preprocessing
Compound word identification for Urdu text documents involves several key steps. Initially, the data undergoes

a cleaning process to remove punctuation marks, numbers, alphanumeric characters, and characters from languages
other than Urdu. Subsequently, excess spaces are eliminated, and sentences are segmented into words based on white
spaces.
4.2.Part of Speech (POS) Tagging
A tagger from the Stanford NLP library is used to assign parts of speech. It can perform numerous accurate
natural language processing techniques on more than 60 languages [34]. Stanza undergoes training using a compre-
hensive set of 112 datasets, comprising the Universal Dependencies treebanks and various multilingual corpora. This
training demonstrates the effectiveness of its neural architecture across different languages, consistently delivering
competitive performance. Moreover, Stanza integrates a native Python interface for seamless interaction with the
popular Java-based Stanford CoreNLP software.
4.3.Morphological rules for compound word identification
The morphological rules that are used for the identification of compound words for tokenization are discussed
as follows. Examples of compound word identification from sentences are explained in the Appendix.
Rule 1: Noun-lIzafat-Noun (2! <2 ) If there exists a preposition between two Nouns or exists (_»_) after the first
noun, known as Noun-lzafat-Noun (bl <3 1) then combine these nouns, such as, "o \S di )" (Train engine) and

"a e () (e (Jesus son of Maryam) or "ol x5 (city of peace).
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Rule 2: Adjectival Compound (&= si <= ) If an adjective is present before or after the noun, then combine these
two words. Such as, "Ul2 3 " (clever man) and " & <" (sweet water) in these examples, "< (water) and "2 <"

(man) are Nouns, and "ul" (clever) and "™ (sweet) are Adjectives so that we will combine these two words.

Rule 3: Inflectional compound (ke S 1) If there exist two vowels, 's' and '_!" between two nouns, then combine
these nouns. For example, "clesl Ll (" (Earth and sky),
" ks 5 LE" (Mighty and Dominant), etc.

Rule 4: Compound container (4 % <= ). If an adverb appears before a consonant adverb, combine these two words.
Adverbs mean place, and consonants are the words that clarify the place. For example, “sx< (5 (hearth), s

~a” (kitchen). In these examples, "~A" (home) and "»25" (molded) are consonants.

Rule 5: Noun Compounds (! <= x) If two or more nouns come together to give the same meaning, then they
will be combined. Such as, “sle <l L (Agha Ashraf Ali), “s3e s " (Vegetable Market), “ s ol (Ram
Chandar).

Rule 6: Counting Compounds (2= <= ) If two words come together, one a number and the other a noun, they will
be combined. For example, " b ola" (forty soldiers),
"&uly Qi (thirty-two teeth), etc.

Rule 7: Mohmil Compounds (Jee & <= ) If A meaningful word appears before a meaningless word, then combine

these two words such as "S55 55" (Bread), "u) s UleS" (eating), etc.

Rule 8: Compound subject matter (¢ s<= s &l <= 1) If a submissive subject ¢ s s« &6 word appears after the sub-
missive (g sis) word combine these two words. such as
“Lsaa sy (crying), “ds Ja” (trick)

Rule 9: Compound subject Present (Jal 53 5 Js S 1) If a compound word describes the condition of another object,
then combine these words. For example, "o x> 15 Gl sSwws" (smiling face) in this example, "5 Gl S (smiling) is a
hall (J) while "s_x2" is dhoolhal.(J=1 53)

Rule 10: Hybrid Compound Words If two words appear together, one is Urdu and the other is English, then combine

these two words. Such as " sis ~b S" (grocery store)

Rule 11: Reduplication Compound Words If there exists reduplication of two words, then combine these two words,

ann

for example, "»38 228" (step by step).

Table 4: Construction and examples of compound words using morphological rules.

Compound Type Construction Example
N + ADJ s <l (sweet water)
N+N s ol (Ram Chandar)
Noun (N) N +Prep + N ol &y, (train engine)
N + vowels + N Obaul 5 (e (earth and

(VOWQIS: "‘)‘5\" ‘"3") Sky)
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e ol (forty

Number + N
soldiers)
Verb (V) Verb + Verb LS g (to believe)
ADJ+ N Llaa e (clever man),

=R Uw G 8 (Heat

ADJ + Prep+ N
P in the hot sun)

Adjective (ADJ) ADJ + Verb L3 34 (run fast)
ADJ + ADJ 3K 5 e (rose water)
Adverb + consonant adverb s il (hearth)
Preposition Preposition + postposition <Y (fantastic)
Mohmil Compounds Meaningful word + meaningless word Ul LS (eating)
Hybrid Compounds First Urdu and second English word osie S (grocery

store)

Word + word with missing first

1% K (sometome
character = )

Partial Reduplication

Reduplication Compounds ~ Word + Word a8 38 (step by step)

Table 4 provides frequent constructions used to create compound forms in Urdu. The morphemes used in our
morphological Analyzer to extract tokens from word forms are also shown in the table.

4.4. Compound word generation

Compound word identification using morphological rule-base for Urdu text is described in algorithm 1. Com-
pound words are obtained by combining two or more words using morphological rules. Considering each word w
that appears in sentence S, apply part of speech tagging (Steps 1-4). After that, check whether the word is tagged as
anoun (N.N.), token+1 is a preposition (Prep), and token+2 is also a noun (N.N.), then concatenate these words. Else
if token+1 is noun (N.N.) or token+1 and token+2 are nouns (N.N.) concatenate tokens (Step 5-10). Now check each
word tagged as an adjective (J.J.). If the word is J.J. and the next word token +1 if adjective (J.J.) or noun (N.N.)
concatenate these two words (Step 12-14). if "s"or "_s" exists between two nouns (N.N.) or adjectives (J.J.) or
exists between nouns (N.N.) and adjectives (J.J.), then concatenate these words (Step 15-16). Combine these two
words if a word is tagged as an adverb and a second is tagged as a consonant adverb (Steps 17-18). If two words are
reduplicated or two English language words exist, or the first word is tagged as a counting word (CC) and the second
word is tagged as a noun (N.N.), combine these words (Step 18-24). In the end, the final compound words (tokn)

identified by the system will be returned.

ALGORITHM-1: Morphological rule-based identification of compound word (C.W)
for Urdu text

Compound Words (C.W) (S, w)

1. initialize score[n] =0forn=1to N

2. for each word (w) in sentence S

3. POS = Part of speech(w)

4 for each word (w) in sentence S

5. if POS = N.N.

6. if POS+1 = Prep and POS+2 = NN

7. tokn = concatenate (token, token+1, token+2)
8 if POS+1 = N.N.

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289



9 tokn = concatenate (token, token+1)

10. if POS+1 = NN and POS+2 = NN

11. tokn = concatenate (token, token+1, token+2)
12. if POS =J.J.

13. if POS+1 =J.J. or N.N.

14. tokn = concatenate (token, token+1)

15. if token =" 5" or token = """

16. tokn = concatenate (token, token+1, token+2)
17. if POS = ADV and POS+1 = CONADV

18. tokn = concatenate (token, token+1)

19. if token = token+1

20. tokn = concatenate (token, token+1)

21. if token = token+1 = English words

22. tokn = concatenate (token, token+1)

23. if POS = CC and POS+1 = NN

24, tokn = concatenate (token, token+1)

25.  return tokn
5. Experiments and Results

5.1 Dataset
Due to the lack of standard datasets in Urdu, evaluating the tokenization approaches is one of the most chal-

lenging tasks. Three professionals were requested to create a benchmark. All the expertst are qualified and have
domain knowledge of Urdu and Urdu Dictionary (Lughat). Urdu articles were given to them to identify the compound
words from Urdu sentences. At least two experts had to agree on a specific compound word during the process.
Table 5 shows the statistics of vocabulary size used to evaluate the identification of compound words using
Unigram, Bigram, Trigram, and morphological rule-based approach. The dataset, consisting of compound words, is
openly accessible on a GitHub? repository, facilitating researchers' utilization in subsequent experiments concerning

Urdu sentiment analysis models.

Table 5: Statistics of Dataset Using Unigram, Bigram, and Compound Words

Total sen- . . . Compound
tence Unigram Bigram Trigram Words
11,000 566,210 564,300 555,244 218,922

5.2 Evaluation Measure
The following evaluation measures compare the performance of compound words identified by our

proposed approach with Bigrams and Trigrams.
TP

Precision: Precision = 1)
TP+FP
TP
Recall:  Recall = @)
TP+FN
Precision*Recall
F-measure: F1 Score = 2 % —— 2200 3)

Precision+Recall

1 Their details are given in the Acknowledgements section

2 https://github.com/saqibkhushhal/Urdu-Dataset-with-Compound-words.git
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TP+TN

Accuracy:Accuracy = 2 ¥ ———————
TP+TN+FP+FN

(4)

T.P.,F.P.,, TN, and F.N. represent True Positive, False Positive, True Negative, and False Negative,
respectively.

Index compression factor (ICF): ICF represents the percentage of a collection of distinct words reduced

by the morphological rule-based approach; higher ICF shows greater strength of the proposed methodology. ICF

can be calculated as in percentage [35] and is given as follows:

N—C.W)

ICF = ( * 100

Where N=Number of distinct unigrams, C. W= Number of compound words after applying morphological

rules.

5.3 Results
5.3.1 Feature Reduction
This section provides the result of feature reduction when bigram, trigram, and proposed morphological-based

approaches are used. Figure 2 depicts the size of the data set reduced using the bigram, trigram, and morphological
rule-based approach. This figure shows that our approach reduced the vocabulary size by 69.78% compared to the
unigram. Using bigram instead by reducing vocabulary size is increased to 0.12%. However, trigrams reduce size by
4.95% compared to unigrams. If we compare the ICF of bigram and trigram with morphological rule-based vocabu-

lary, size is reduced by 69.80% and 68%, respectively.

5.3.2 Tokenization / Feature Generation
This set of experiments describes the identification of compound words for Urdu text. The results are shown

X

X c,N °
o — N
= Q o
<

| | O\o

(o}

~

(@)

e}

Words Bigram Trigram  Compound

Word

Figure 2: Vocabulary size of dataset reduced by using

Bigram, Trigram and Morphological compound words

in table 6. We calculated all four metrics using the methodology mentioned above for compound word generation.
Table 6 shows the results of compound word identification by using our proposed morphological-based

method, bigram, and trigram methods. The results in Table 6 show that compared with bigram and trigram, our
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proposed morphological-based approach for identifying compound words gives improved results in terms of pre-
cision, recall, and F-Score. The reasons for the improvement are discussed in the next section.

Another effective and efficient performance metric is accuracy. Accuracy measures how close the estimated

classification is to the actual classification. We also calculate compound word accuracy using our proposed tech-
nique and bigrams of Urdu text. By using compound words, the accuracy of Urdu text is about 89%, whereas, for
bigrams and trigrams, it is down to 79% and 68%, respectively.

Table 6: Results of Morphological Compound Words and Bigrams

Methods Precision  Recall F-Score  Accuracy

Morphological Compound word 0.879 0.882 0.921 0.91
Bigrams 0.812 0.769 0.822 0.79
Trigrams 0.651 0.683 0.677 0.68

5.4 Discussion
A comparative analysis of a Morphological rules-based model with a traditional technigue is challenging due

to the unavailability of an annotated data set. A gold standard data set is lacking to carry out benchmark test
segmentation results. As a result, we use a data set that consists of 11000 sentences and contains 218,922 mor-

phological rule-based compound words. Hence, we compare the performance of these compound words with

traditional approaches, Bigrams and Trigrams. This comparison is described in the subsequent paragraphs.
Table 7: Results of morphological compound words and bigrams
Ground Truth Morphological Bigram POS Tagging Rule
Compound words
15l 1S Crpaa I5lae 1S Crpaa (' s)2 \S) [traetemnet | NN|<uweas PSP| S NNJ| 15l Rule
[cure for trouble] [cure for trouble] of], (\S cuuas) [Of 1
trouble]
Sl G YA p Sy (08 ) [the worst], | NNJx NN| e sNN|j<Ys Rule
[Worst case | [Worst case | (&Yl ) 5
scenario] scenario] [worst condition]
2 2 (<'2%) [helpyou], | APNAJ.Y NNJs»e PRP| Rule
[help youself] [help yourself] (22 ) [help] 9
Gl slad Hila b G slad A b (@ss ls) JJ| el NINJe slas Rule
[llegal [Hlegal [legal 2
encroachments] encroachments] encroachments],
(5 Y) [illegal]

Sl 3 s Sl S (=St~ ) [support], | NN|Zis= PSP|s; NN|-Sies Rule
[breeding] [breeding] (L2 =s~) [sleeping] 1
Uliss 53 Uist 535 (Fs ) [0 (521 | NNJ2s: CCls NN|uik Rule
[endure] [endure] 3
3 S sk (il 5 S e il (e Cal) | NNJoails NN|sa PSP|S NN|3 Rule
[guise of wisdom] [guise of wisdom] | [wisdom], 1
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(S 1 O 9
I

duala Glaslan oy slhas
LB

[obtain required
information]

daala Glaslan o sllas
LS

[obtain required
information]

(S slae e sllac)
[required
information],
(Qealas il sles)

33| staaNNeie sleaNNJoala VB S

Rule

[obtain
information],
(S dsla)
[require]
Jlarind) € o 1SS (<

Jlaniaal 1S o 5lUSE > 1S3) | NN|e> 5SS PSP| S NN|Jlesiad Rule
[technology], (& 1
Jlexin) [use]
(wales #2) | NN| s NN[@bs NN|oiss VBJuS Rule
[martyrdom], 5
(o5 )
[martyrdom], (s
L_S) [drink]

The results presented in the previous section demonstrate that the creation of compound words using our

[use of technology] [use of technology]

LS (i Calpdala
[martyrdom]

LS (i caldala

[martyrdom]

proposed technique gives better performance than Bigrams. The analysis performed in this subsection elucidates
how the creation of compound words using morphological rules plays a significant role in increasing the perfor-
mance of Urdu text.

The Urdu Morphological Compound word-based analyzer provides a few examples from the testing data and
ground truth prepared by annotators. Table 7 shows examples of compound words generated by morphological
rules and using bigrams. Consider, an example, ") sl S Cuuas™ bigram shows compound words as:

“(S Cunan)”, ()5l 1S)” while using our proposed morphological rules (Noun-Izafat-Noun) (iba) <= 1) we get
“(J 51 & Cunas)” which is meaningful compound. Another example is “<¥la ¢ 5 47, In this example, bigram
gives the result as "(cur w)," "(&Ys 9" in these compound words (<Y ¢z %) meaning less compound while
by using noun compounds (> i) =5 1) we get compound word as "<Yla g 5 A", M) ) slad ila W in this example,
"l sad s U js a negative word, but while using bigram, we have compounds like "(<sa3 3ls)" and " 1)
(A", "3 3" which is a positive word. When we use our proposed methodology, we get "< jstad nla U,
Consider a phrase "_ib 5 2" by using bigram "(5 25)" and "(cib 5)" which is incorrect but morphological rule-
based compound words by using inflectional compound (4ke < ) identify this phrase as "(ib 525", Consider,
another example “G_S iy <ald o In this example, bigrams are "(<abed ala)") "(Uiss Sald)") (LS Jisd)"

whereas, by using morphological (multiple nouns) rule-based compound words we get "(G_S Jist Caalyd ala)™,

6. Conclusion
Urdu presents a unique challenge for word tokenization due to its morphological complexity. Words in Urdu text

documents can manifest in two primary forms: 1) as combined words and 2) as compound words. While spaces
typically separate combined words in Urdu, identifying word boundaries for separate independent words solely

based on spaces proves inadequate. In such cases, compound words are employed to delineate word boundaries
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effectively. Traditional tokenization methods in Urdu, such as the bigram or trigram approaches, often encounter
issues where compound words identified may lack meaningfulness. Moreover, these approaches may yield a sur-
plus of features compared to the actual word boundaries identified through space usage.

This study introduces a morphological rules-based strategy to identify compound words in Urdu to meet these
challenges, mainly focusing on word tokenization. The study aims to accomplish two primary objectives: firstly,
to evaluate the effectiveness of the morphological rule-based method in identifying compound words, and sec-
ondly, to streamline the feature set for sentiment analysis. A thorough evaluation is carried out on a dataset com-
prising Urdu text to compare the proposed approach with conventional methods. Findings illustrate that the pro-
posed morphological rules-based approach attains superior accuracy in identifying compound words for Urdu
text tokenization. Moreover, our method efficiently reduces the vocabulary size (feature set) compared to uni-
gram, bigram, and trigram models.

This study opens many new directions for future work. Firstly, morphological rule-based compound words will
be used for Lexicon-based Urdu Sentiment analysis. Second, these compound words can also be used in machine
learning. Third, Compound words can also be used for Name Entity Recognition (NER) and text summarization.
Fourth, Deep Learning algorithms can also be used to improve sentiment classification accuracy using compound
words. Fifth, these compound words can identify aspect terms in aspect-based sentiment analysis.
Acknowledgments: We are thankful to our three experts, Mr. Yousaf Javed Mir (Ph.D. Urdu), Mr. Mehtab Alam
(MPhil Urdu), and Farzana Khan Saqib (Bs Urdu) from the Department of Urdu, University of Azad Jammu, and
Kashmir Muzaffarabad, who provided their expert services for the creation of compound words.
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APPENDIX
Compound word Sentence
| glaa S ) siusan 1€ it S a3 Ll 19030 S g 3 oy
3 Al .
‘jgéc_& Loo e m S @l (o Gl (e lded o 58 JelS 0L Sl s
il (i gald AL G gald (Sl (il A8 s Sasli GE Gl S Gl ) S sy U silalase 3l
< fla LS Al il sl Sl sy 0 S Gl Iy Sl @l ) osS
Al g2 st g 9 102 9 B (5 g 2l
S gl gk | LS el S AL 5 ag e W)
Sdg . . e . .
’ ) SL e e o)) ) SOIS Lilan (S o) g Clad
a3 el S S SRUA DR (S S g e Uyl SIS iy (S ) 9
A Aok = oy S o osilalue waa g (S aldie) 3 je g dal 1S DA gl LS
51 ~ad ol S Qg med bl sale gl S pElae ) ar o Cafs (S ity aed S
u‘fé/&u - . . L -~ Ly . R4 a
sia Gl Son S sl A albe b Gigea 8 (S (e 51 (S e (A L e alalaa
Qo pulsS . Cely S Jle s oS i jghad Ha U sl | jaS ne st ey el (aili S oo oualSS
Glglad U L5 Ll mgn 0 1S (3 S U5l din jaS il |0 S 8
QsSm ol O O L3S ol 9> O (e ) i S KIS Sl s AR
s )13 e
il op S Ela GRS s Samy Sl )yl U S las S ause sialS e
Uil g Lilgs Jlsms s sl 2y S S Lo 1S )58 jaPla Ul g LilgS S R0l |
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